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Abstract

The paper is devoted to a matrix generalization of a problem studied by Grenander and

Rosenblatt (Trans. Amer. Math. Soc. 76 (1954) 112–126) and deals with the computation of

the infimum D of
R
T

Q�ðzÞMðdzÞQðzÞ; where M is a non-negative Hermitian matrix-valued

Borel measure on the unit circle T and Q runs through the set of matrix-valued polynomials

with prescribed values of some of their derivatives at a finite set J of complex numbers. Under

some additional assumptions on M and J; the value of D is computed and the results are

applied to linear prediction problems of multivariate weakly stationary random sequences. A

related truncated problem is studied and further extremal problems are briefly discussed.
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1. Introduction

In [22] (cf. also [9]) Szegö had studied the infimum of the L2-norms (with respect to
an absolutely continuous non-negative finite Borel measure on the unit circle T of
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the complex plane C) of polynomials with prescribed value at some aAC: Grenander
and Rosenblatt [8] extended Szegö’s results to the case, that at a finite number of
points of C the values of some derivatives of the polynomials are given. At the same
time these authors pointed out that their results can be applied to the theory of
univariate weakly stationary random sequences. For example, they used their results
to compute the linear prediction error of Kolmogorov’s prediction problem, which is
characterized by the assumption that the whole past of the sequence is known (see
[13,14]).

Although the title of the paper [8] indicated that there might be further
applications to prediction theory, it seems that this suggestion has been ignored for a
long time. The credit of calling the attention of prediction theorists to the paper [8]
goes to Pourahmadi [18]. Choosing the restraints of the extremal problem in an
appropriate way he computed the linear prediction error of Nakazi’s prediction
problem [16], where along with the whole past the values of the sequence at the first
n positive integers are assumed to be known (nAN; where N denotes the set of
positive integers), and of a slight modification of Kolmogorov’s prediction problem,
where all but one values of the past are assumed to be known. Pourahmadi
concluded his paper with outlining some directions of further investigation. One of
them is a generalization to the multivariate case, which is the subject of the present
paper.

Let qAN and denote by Mq the algebra of q � q-matrices with complex entries

and by MX

q the subset of non-negative Hermitian q � q-matrices. For an MX

q -valued

Borel measure M on T; one can introduce the right Hilbert Mq-module L2ðMÞ of

(equivalence classes of ) Borel measurable Mq-valued functions on T; which are

square-integrable with respect to M (see Section 2 for a more precise definition of

L2ðMÞ and for references). Denote by /�; �S the Mq-valued inner product of L2ðMÞ:
Then the main extremal problem of the present paper consists in computing D :¼
inf/Q;QS; where Q runs through the set of Mq-valued polynomials with prescribed

values of some of their derivatives at a finite set J of complex numbers. The exact
formulation of this problem is given in Section 2.

It turns out that there are close relations between the extremal problems we wish
to study and the theory of q-variate weakly stationary random sequences
(‘‘stationary sequences’’ for short). On the one hand, we can apply the extremal
problems to linear prediction theory. On the other hand, results from stationary
sequences are useful in solving extremal problems. For the reader’s convenience,
some basic facts on stationary sequences are summarized in Section 3.

Section 4 contains some preliminary assertions on the main extremal problem.

Using some facts on stationary sequences we show that if T-J ¼ |; then the
singular part of the measure M does not influence D: Another result is proved under
the assumption that M is absolutely continuous and its Radon–Nikodym derivative

has the form F�F for some Mq-valued outer function F of the Hardy class H2
q : Then

from a characterization of Mq-valued outer functions (cf. [17, p. 38]) it can be

derived easily that D ¼ 0 if J is outside the open unit disk D of the complex
plane C:
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From point of view of applications to prediction theory it is most important to
compute D if J is a subset of D: This can be done under some additional assumptions
on M: We follow the way of Grenander and Rosenblatt [8] in the univariate case.
First we study a truncated extremal problem, where additionally to the restraints
of the main extremal problem the degree of Q does not exceed a certain number
tAN0 :¼ N,f0g: Then we let t tend to N:

Section 5 is devoted to the truncated extremal problem, which is solved under the
additional assumption that the measure M is non-degenerate, i.e. M admits a system
of orthonormal Mq-valued polynomials. Moreover, we try to give a description of

non-degenerate measures.
Section 6 deals with the limit process t-N and with applications to prediction

theory. Our main result is obtained under the assumption that the Radon–Nikodym
derivative of the absolutely continuous part of M can be written in the form F�F for

some outer function F of H2
q such that F is invertible. Then D can be expressed with

the aid of F (see Theorem 17). The proof of this result is based on some facts about
orthogonal Mq-valued polynomials as Delsarte et al. [3] developed. It would be of

interest to compute D without assuming that F is invertible. Some problems
occurring in this case are discussed. For the most part, our applications to prediction
theory are analogous to Pourahmadi’s results [18] concerning univariate weakly
stationary random sequences.

The concluding Section 7 is devoted to a brief discussion of further extremal
problems, which are closely related to those of the preceding sections.

2. Formulation of the main extremal problem

Let qAN: For AAMq; denote by A�; Aþ; RðAÞ; tr A; and det A the adjoint,

Moore–Penrose-inverse, range, trace, and determinant, respectively, of A: The
identity matrix of Mq is denoted by I ; whereas the symbol 0 stands for a zero matrix,

whose size should be clear from the context. If A is invertible, we write A
1 for its

inverse. The set MX

q will be equipped with Loewner’s semi-ordering, i.e. BXA if and

only if B 
 AAMX

q ; A;BAMX

q : Notions as infimum or minimum of a subset of MX

q

are to be understood with respect to Loewner’s semi-ordering. If AAMX

q ; the symbol

A
1
2 denotes the unique non-negative Hermitian square root of A and the inequality

A40 means that A is invertible.
Let M be a right Hilbert Mq-module with Mq-valued inner product /�; �SM:

Throughout the paper, by a submodule of M we mean a closed submodule. If S is a
subset of M; let

W
M S be the submodule of M spanned by the elements of S: Many

geometrical facts of M are similar to those of a Hilbert space. For the reader’s
convenience, we recall some of them. A detailed study of geometrical properties of a
Hilbert Mq-module can be found in [7], for applications to prediction theory cf. [24].

If M1 is a submodule of M and FAM; there exists a unique F1AM1 such that
/F 
 F1;F 
 F1SM is the minimum of the set f/F 
 G;F 
 GSM : GAM1g: The
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matrix /F 
 F1;F 
 F1SM is called the distance matrix of F to M1 and F1 is the
orthogonal projection of F onto M1 with respect to /�; �SM: The submodule

M~M1 :¼ fHAM : /H;GSM ¼ 0 for all GAM1g

is called the orthogonal complement of M1: We will write M ¼ M1"ðM~M1Þ: The
element F 
 F1 is equal to the orthogonal projection of F onto M~M1 with respect
to /�; �SM; hence,

/F1;F1SM ¼ minf/F 
 G;F 
 GSM : GAM~M1g: ð1Þ

Let M be an MX

q -valued Borel measure on T: Then t :¼ tr M is a non-negative finite

Borel measure on T such that M is absolutely continuous with respect to t: Let

W :¼ dM
dt be the corresponding Radon–Nikodym derivative. The set L2ðMÞ of

(equivalence classes of ) Borel measurable Mq-valued functions on T for whichR
T

F �ðzÞWðzÞFðzÞtðdzÞ exists form a right Hilbert Mq-module with Mq-valued inner

product

/F ;GSL2ðMÞ :¼
Z
T

F�ðzÞWðzÞGðzÞtðdzÞ; F ;GAL2ðMÞ;

and corresponding scalar inner product tr/F ;GSL2ðMÞ: Recall that L2ðMÞ does not

change if t is replaced by any non-negative s-finite Borel measure on T; with respect

to which M is absolutely continuous. For basic facts about L2ðMÞ we refer to [19].

If S is a subset of L2ðMÞ; we denote by %S its closure with respect to the topology

of L2ðMÞ: Moreover, for simplicity we will write
W
S instead of

W
L2ðMÞ S and

/�; �S instead of /�; �SL2ðMÞ:

Let P denote the (right) Mq-module of Mq-valued polynomials. Considering P as

a subset of L2ðMÞ; we can formulate several extremal problems, which are natural
generalizations of the scalar case. Our main extremal problem is the following
problem (P).

(P) Let J be a finite subset of C and let W be a finite subset of J�N0 such that its
projection onto J is equal to J: For ða; kÞAW; let Bða;kÞAMq: Furthermore, let

L :¼ fQAP : QðkÞðaÞ ¼ 0 for all ða; kÞAWg
and

LB :¼ fQAP : QðkÞðaÞ ¼ Bða;kÞ for all ða; kÞAWg:

Compute the distance matrix D of QALB to L with respect to /�; �S:

Note that D does not depend on the choice of QALB and that

D ¼ inff/QB;QBS: QBALBg ð2Þ

according to (1).
Problems of the present type are often formulated in a form similar to (2) (cf.

[1,8]). Our approach (P) has the advantage that it makes use of geometrical
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properties of L2ðMÞ: For example, from the geometric facts of Hilbert Mq-modules

it immediately follows that problem (P) has a solution, whereas in the case q41 it is

not clear a priori whether the infimum on the right-hand side of (2) exists since MX

q

is not ordered totally.
For future use we introduce the following notation. If aAJ; let

na :¼ maxfk : ða; kÞAWg: ð3Þ

3. Preliminaries from stationary sequences

We recall some basic facts on stationary sequences presenting them in a form
which is convenient for our aims. For a comprehensive introduction to this topic see
[24] or the monograph [20].

Let H be a (right) Hilbert space over C with inner product ð�; �ÞH ; which is linear

with respect to the second component of ð�; �ÞH : Let Hq
row be the q-fold Cartesian

product of H; where the elements of Hq
row are written as rows. For u :¼ ðu1;y; uqÞ;

v :¼ ðv1;y; vqÞAHq
row; denote by ½u; v� their Gramian matrix, i.e.

½u; v� :¼ ððuj; vkÞHÞ
k¼1;y;q
j¼1;y;q AMq;

where j and k denote the row and column indices, respectively. It is not hard to see
that Hq

row is a right Hilbert Mq-module with Mq-valued inner product /�; �SH
q
row

:¼
½�; ��:

Let Z denote the additive group of integers. A map

x : Z{n-xðnÞAHq
row

is called a q-variate weakly stationary random sequence (‘‘stationary sequence’’ for
short) if ½xðmÞ; xðnÞ� depends only on the difference m 
 n and not on m and n

separately, m; nAZ: The covariance matrix function

K : KðnÞ :¼ ½xðnÞ; xð0Þ�; nAZ;

of x is a positive semidefinite Mq-valued function and, hence, has an integral

representation

KðnÞ ¼
Z
T

znMðdzÞ; nAZ; ð4Þ

where M is a unique MX

q -valued Borel measure on T; the so-called spectral measure

of x: On the other hand, if M is an MX

q -valued Borel measure on T; then there exists

a unique (modulo unitary equivalence) stationary sequence x such that M is the
spectral measure of x:

The submodule SðxÞ of Hq
row spanned by the values of x is called the time domain

and the Hilbert Mq-module L2ðMÞ is called the spectral domain of x:

Throughout the paper, by w we denote the identity function on T; i.e.

wðzÞ ¼ z; zAT:
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From (4) we obtain that the map

xðnÞ-w
nI ; zAT

can be continued to an isometric isomorphism between the time and the spectral
domains of x; which we will call Kolmogorov’s isomorphism.

A stationary sequence x is called completely non-deterministic if

Sð
NÞðxÞ :¼
\
nAZ

_
H

q
row

fxðmÞ : mpng ¼ f0g

and it is called deterministic if_
H

q
row

fxðmÞ : mpng ¼ SðxÞ; nAZ:

Each stationary sequence x admits a unique Wold decomposition into a completely
non-deterministic stationary sequence u and a deterministic stationary sequence v
such that for m; nAZ we have the following properties:

 xðnÞ ¼ uðnÞ þ vðnÞ;
 uðmÞ is orthogonal to vðnÞ;
 SðxÞ ¼ SðuÞ"SðvÞ;
 vðnÞ is equal to the orthogonal projection of xðnÞ onto Sð
NÞðxÞ with respect to
/�; �SH

q
row
;

 SðvÞ ¼ Sð
NÞðxÞ:

There corresponds a decomposition

M ¼ Mu þ Mv ð5Þ
of the spectral measure M of x into the sum of the spectral measures Mu of u and Mv

of v to the Wold decomposition of x: The measures Mu and Mv can be obtained in
the following way. Let Fu and Fv denote the images of uð0Þ and vð0Þ; respectively,
under Kolmogorov’s isomorphism. Then

dMu ¼ F �
u dM Fu and dMv ¼ F �

v dM Fv: ð6Þ
Moreover, via Kolmogorov’s isomorphism the Wold decomposition induces a
decomposition of the spectral domain of x: Denote by Nu and Nv the images of SðuÞ
and SðvÞ; respectively, under Kolmogorov’s isomorphism, i.e.

Nu ¼
_

fwnFu : nAZg ð7Þ

and

Nv ¼
_

fwnFv : nAZg: ð8Þ

Then from the Wold decomposition we obtain the following results:

Fu þ Fv ¼ I ðas elements of L2ðMÞÞ; ð9Þ

Nu"Nv ¼ L2ðMÞ; ð10Þ
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wNu ¼ Nu and wNv ¼ Nv; ð11Þ

Nv ¼ fFvQ : QAPg ð12Þ
and

NvD %P: ð13Þ
The spectral measure of a completely non-deterministic sequence has another
characterization. Denote by l the normalized (i.e. lðTÞ ¼ 1) linear Lebesgue measure

on T: Let H2
q be the Hardy class of Mq-valued functions on the unit disk (cf. [17,23]).

We consider H2
q as a right Hilbert Mq-module with inner product

/F;CSH2
q
:¼
Z
T

F�ðzÞCðzÞlðdzÞ; F;CAH2
q :

A stationary sequence x is completely non-deterministic if and only if its spectral

measure M has the form dM ¼ F�F dl for some outer function FAH2
q : This implies

that if M ¼ Ma þ Ms is the decomposition of M into its absolutely continuous part

Ma and its singular part Ms and if dMa ¼ F�F dl for some outer function FAH2
q ;

then

Mu ¼ Ma and Mv ¼ Ms:

4. Some preliminary results on the main problem

It seems to be difficult to solve problem (P) in its full generality. However, under
additional assumptions on M or J partial results can be obtained. We start with an
assertion which is an easy consequence of a characterization of Mq-valued outer

functions.

Theorem 1. Assume that there exists an outer function FAH2
q such that the measure M

has the form dM ¼ F�F dl: If J-D ¼ |; then D ¼ 0:

Proof. Since F is outer, we have RðFÞ ¼ R l-a.e. for some linear subspace R of Cq

(cf. [23, Proposition 2.4 of Chapter 5]). Let

H2
q ðRÞ :¼ fCAH2

q : RðCÞDR l-a:e:g:

It is easy to see that the map F-FF establishes an isometric isomorphism between

the right Hilbert Mq-modules L2ðMÞ and H2
q ðRÞ: Thus, computing D of problem (P)

is equivalent to computing the distance matrix of FQAH2
q ðRÞ to FL with respect to

the inner product of H2
q ; QALB: Let na be defined as in (3), aAJ: Then

Q
aAJ

ðw
 aÞnaþ1PDL; hence,

F
Y
aAJ

ðw
 aÞnaþ1PDFL: ð14Þ
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Since from [17, p. 38] it follows that F
Q

aAJ ðw
 aÞnaþ1 is an outer function, (14)

yields FL ¼ H2
q ðRÞ: Thus, D ¼ 0: &

Our next result shows that if J is outside the unit circle T; the measure Mv does not
influence D: To prove it, we consider M as the spectral measure of a stationary
sequence and use the notations of Section 3. Let

Lu :¼ fFuQ : QALg and Lv :¼ fFvQ : QALg:

Clearly, LuDNu and

LvDNv: ð15Þ

Denote by Pu and Pv the orthogonal projections in L2ðMÞ onto Nu and Nv;
respectively.

Lemma 2. For FAL2ðMÞ;
PuF ¼ FuF and PvF ¼ FvF : ð16Þ

Moreover,

LDLu"Lv: ð17Þ

Proof. Relations (7), (8), and (10) yieldZ
T

znF�
u ðzÞWðzÞFvðzÞtðdzÞ ¼ 0; nAZ;

which implies that

F �
uWFv ¼ 0 t-a:e: ð18Þ

From (9) and (18) we get

/F ;FS ¼ /FuF ;FuFSþ/FvF ;FvFS; FAL2ðMÞ:

This shows that the maps F-FuF and F-FvF ; FAL2ðMÞ; are contractions in

L2ðMÞ: Combining this with the fact that the trigonometric Mq-valued polynomials

are dense in L2ðMÞ and taking into account (7) and (8), we conclude FuL
2ðMÞDNu

and FvL
2ðMÞDNv; respectively. Then (9) and (10) yield (16) and, hence, (17). &

Our next goals are to show that if the set T-J is empty, we have equality in (15)
and (17).

Lemma 3. If aAC\T; then ðw� 
 aÞ
1
NuDNu and ðw� 
 aÞ
1

NvDNv:

Proof. If aAC\ðD,TÞ; then

ðw� 
 aÞ
1 ¼ 
a
1
XN
n¼0

ða
1w�Þn;
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if aAD; then

ðw� 
 aÞ
1 ¼ w
XN
n¼0

ðawÞn:

Thus, the assertion follows from (11). &

Lemma 4. If T-J ¼ |; then Lv ¼ Nv:

Proof. Let GAL2ðMÞ~Lv: Let na be defined as in (3), aAJ: Since for QAP the

polynomial Q
Q

aAJ ðw
 aÞnaþ1 belongs to L; we obtain

0 ¼ G;FvQ
Y
aAJ

ðw
 aÞnaþ1

* +
¼ G

Y
aAJ

ðw� 
 a�Þnaþ1;FvQ

* +
:

This yields

G
Y
aAJ

ðw� 
 a�Þnaþ1AL2ðMÞ~Nv ¼ Nu

by (12) and (10). Then an application of Lemma 3 gives GAL2ðMÞ~Nv: Thus, we

have proved ðL2ðMÞ~LvÞDðL2ðMÞ~NvÞ; which together with (15) yields the
assertion. &

Lemma 5. If T-J ¼ |; then NvDL:

Proof. We prove the equivalent assertion ðL2ðMÞ~LÞDðL2ðMÞ~NvÞ: As in the

proof of Lemma 4 we have Q
Q

aAJ ðw
 aÞnaþ1AL for QAP: Hence, if

GAL2ðMÞ~L; we get

0 ¼ G;Q
Y
aAJ

ðw
 aÞnaþ1

* +
¼ G

Y
aAJ

ðw� 
 a�Þnaþ1;Q

* +
;

which implies

G
Y
aAJ

ðw� 
 a�Þnaþ1AðL2ðMÞ~ %PÞDðL2ðMÞ~NvÞ ¼ Nu

by (13) and (10). Applying Lemma 3, we get GAðL2ðMÞ~NvÞ: &

Lemma 6. If T-J ¼ |; then L ¼ Lu"Lv:

Proof. From (15) and Lemma 5 we conclude LvDL: It follows LuDL by (9).
Thus, (17) gives the result. &
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Now we can prove the assertion mentioned above. Let M be decomposed
according to (5) and let

DðuÞ :¼ inff/QB;QBSL2ðMuÞ : QBALBg:

Theorem 7. Let M be an MX

q -valued Borel measure on T: If T-J ¼ |; then D ¼ DðuÞ:

Proof. Let E be the unit operator and Q; Qu; and Qv be the orthogonal projection in

L2ðMÞ onto L; Lu; and Lv; respectively. Then E ¼ Pu þ Pv by (10), Q ¼ Qu þ Qv by
Lemma 6, and Pv ¼ Qv by Lemma 4. Consequently, if QALB; we obtain

D ¼ /ðE
 QÞQ; ðE
 QÞQS ¼ /ðPu 
 QuÞQ; ðPu 
 QuÞQS:

Since Pu 
 Qu ¼ PuðPu 
 QuÞ; from (16) and (6) then follows

D ¼/PuðPu 
 QuÞQ; PuðPu 
 QuÞQS

¼/FuðPu 
 QuÞQ;FuðPu 
 QuÞQS

¼/Q 
 QuQ;Q 
 QuQSL2ðMuÞ ¼ DðuÞ: &

Since Mu is the spectral measure of a completely non-deterministic stationary

sequence, there exists an outer function FAH2
q such that dM ¼ F�F dl: Then

Theorems 1 and 7 yield the following corollary.

Corollary 8. Let M be an MX

q -valued Borel measure on T: If ðT,DÞ-J ¼ |; then

D ¼ 0:

If the set T-J is not empty, the equality D ¼ DðuÞ of Theorem 7 is not true in
general. For example, let q :¼ 1; M be the Dirac measure concentrated at aAT;

W :¼ fða; 0Þg; and Bða;0Þ :¼ 1: Then D ¼ 1 and DðuÞ ¼ 0:

5. The truncated extremal problem and non-degenerate measures

To obtain further results on problem (P) we follow the way of Grenander
and Rosenblatt [8] in the univariate case. First we study a truncated problem
and then approximate the solution of (P) by the solution of the truncated
problem.

For tAN0; let Pt denote the (right) Mq-module of Mq-valued polynomials

whose degree does not exceed t: Then the truncated problem (Pt) is formulated as
follows.

(Pt) Assume that the set LB-Pt is not empty and let QAðLB-PtÞ: Compute the
distance matrix Dt of Q to L-Pt with respect to /�; �S:
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Note that under the assumption LB-Pta|; we have analogously to problem (P)
that Dt does not depend on the choice of QAðLB-PtÞ and that

Dt ¼ minf/QB;QBS: QBAðLB-PtÞg: ð19Þ

Moreover, from Hermite’s interpolation theory (cf. [21, Section 10.2]) it follows that
LB-Pt is not empty if

tX
X
aAJ

ðna þ 1Þ 
 1;

na being the numbers defined by (3).
Problem (Pt) will be solved under the additional assumption that the measure M

is non-degenerate. We call an MX

q -valued Borel measure M on T non-degenerate, if

/Q;QSa0 for every non-zero QAP: Otherwise M is called degenerate. It is well-
known (cf. [3]) that M being non-degenerate is equivalent to the fact that there exists
a sequence ðFnÞnAN0

such that FnAPn and /Fn;FmS ¼ dnmI ; where dnm denotes the

Kronecker symbol, n;mAN0: The sequence ðFnÞnAN0
is called a sequence of right

orthonormal Mq-valued polynomials corresponding to M: It is uniquely defined if

one additionally requires that the leading coefficients are positive Hermitian. In what
follows, ðFnÞnAN0

stands for an arbitrary sequence of right orthonormal Mq-valued

polynomials corresponding to M:
Since several results of matrix theory rest on the assumption of non-degenerate-

ness (cf. [4] for some examples), a description of non-degenerate measures is of
interest. The following considerations are devoted to this question. From another
point of view non-degenerate measures were described and studied in [6, Section 5].

A number zAT is called a mass point of M; if MðfzgÞa0: It is called a point of
full growth of M if MðOÞ40 for each open subset O of T containing z: If q ¼ 1; a
point of full growth of M is simply called a point of growth of M:

It is well-known that for q ¼ 1; the measure M is non-degenerate if and only if M

has infinitely many points of growth (cf. [9, Section 1.11]). On the other hand, it is
clear that for qAN\f1g; there exists a non-degenerate measure M such that the set of
all points of full growth of M is empty. It might be hoped that for arbitrary qAN; the
measure M is non-degenerate if it has infinitely many points of full growth. But this
is not so as the following simple example shows.

Example 9. Let q :¼ 2; M be absolutely continuous with respect to l and

dM

dl
ðzÞ :¼

1 z

z� 1

� �
; zAT:

Then all points of T are points of full growth of M: However, for the polynomial Q:

QðzÞ :¼

z 0

1 0

� �
; zAT;

we have /Q;QS ¼ 0:
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Despite its simplicity Example 9 is representative in a sense and shows the way to a
certain characterization of non-degenerate measures.

We call a Borel measurable function S :T-Mq a square root of W ¼ dM
dt if

S�S ¼ W t-a.e.
Obviously, M is degenerate if and only if the following condition (C) is satisfied

for some and, hence, for any square root S of W :

(C) There exists a non-zero Cq-valued polynomial P such that SP ¼ 0 t-a.e.

Proposition 10. Assume that ðCÞ is satisfied. Then for any square root S of W, there

exist a finite set S of mass points of M and a rational Mq-valued function R such that R

is not invertible and S ¼ SR t-a.e. on T\S:

Proof. Let P be a polynomial satisfying (C). Let

S0 :¼ fzAT : PðzÞ ¼ 0g:

For zAT\S0; let R̃ðzÞ be the orthogonal projection in Cq onto the linear subspace
spanned by

PðzÞ ¼:
p1ðzÞ
^

pqðzÞ

0B@
1CA:

Then R :¼ I 
 R̃ is not invertible and has the matrix representation

R ¼ I 

Xq

j¼1

jpj j2
 !
1

ðpmp�
nÞ

n¼1;y;q
m¼1;y;q;

which shows that R is rational on T: Moreover, if S denotes the intersection of S0

with the set of mass points of M; we have S ¼ SR t-a.e. on T\S: &

Let us mention the following special cases of Proposition 10.

Corollary 11. If the non-negative finite Borel measure det W dt on T is non-

degenerate, then M is non-degenerate. In particular, if

(i) t has infinitely many growth points and W is invertible t-a.e.

or if

(ii) t does not have mass points and W is invertible on a set of positive t measure,

then M is non-degenerate.

On the other hand, it is clear that for qAN\f1g; there exists a non-degenerate
measure M such that the non-negative finite Borel measure det W dt on T is the zero
measure on T and, hence, degenerate.

L. Klotz, A. Lasarow / Journal of Approximation Theory 125 (2003) 42–62 53



It turns out that condition (C) is also necessary for M having the properties of
Proposition 10.

Proposition 12. Let S be an arbitrary square root of W. If there exist a finite set S of

mass points of M, a Borel measurable Mq-valued function F on T; and a rational Mq-

valued function R such that R is not invertible and S ¼ FR t-a.e. on T\S; then (C) is

satisfied.

Proof. If the number of growth points of t is finite, the result is obvious. Assume
now, that t has infinitely many growth points. Let TR be the subset of T whose
elements are not poles of R: Then R is well defined but not invertible on TR: Hence, if
zATR; the homogeneous linear system of equations with coefficient matrix RðzÞ has
a non-zero solution. Since R is rational, there exists a finite subset V of TR such that
on TR\V Gauss’ algorithm can be applied in the same way, i.e. at each step we can
choose the Pivot element at a place independently of zATR\V: It follows that there
exists a non-zero Cq-valued rational function R1 such that RðzÞR1ðzÞ ¼ 0 and, hence,
a non-zero Cq-valued polynomial P1 such that

RðzÞP1ðzÞ ¼ 0; zATR\V: ð20Þ

Let z0AT\S be a mass point of M or, equivalently, of t: Then Sðz0Þ ¼ Fðz0ÞRðz0Þ: In
particular, z0 is not a pole of R: Thus, R is continuous at z0 and (20) yields
Rðz0ÞP1ðz0Þ ¼ 0: We obtain RP1 ¼ 0 t-a.e. on T\S: It follows that (C) is satisfied if

S is empty. Otherwise, let fz1;y; zmg be the set S; mAN: Define P :¼ P1

Qm
n¼1 ðw


znÞ: Then RP ¼ 0 t-a.e. &

Now we study problem (Pt). We solve it under the assumption that the measure
M is non-degenerate. To do this we first transmit it to another right Hilbert Mq-

module.
Let us order the finite set W of problem (P) or (Pt) totally. If W or W�W occur

as index sets of vectors or matrices, respectively, we assume that their entries are
ordered according to the ordering of W: Moreover, by k denote the number of
elements of W:

For mAN; let Mm :¼ Mm
q;row be the m-fold Cartesian product of Mq; where the

elements of Mm are written as rows. For each X :¼ ðX1;y;XmÞ;Y :¼
ðY1;y;YmÞAMm; and AAMq; we define

Xþ Y :¼ ðX1 þ Y1;y;Xm þ YmÞ; XA :¼ ðX1A;y;XmAÞ

and

/X;YSMm
:¼
Xm

j¼1

X �
j Yj :

This way Mm becomes a right Hilbert Mq-module with inner product /�; �SMm
:
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Let ðFnÞnAN0
be a sequence of right orthonormal Mq-valued polynomials

corresponding to M: It is not hard to see that the map

Pt{Q-ð/F0;QS;y;/Ft;QSÞAMtþ1

establishes an isometric isomorphism between the submodule Pt of L2ðMÞ and the
right Hilbert Mq-module Mtþ1; tAN0:

For ða; kÞAW; denote

Uða;kÞ :¼ ð½FðkÞ
0 ðaÞ��;y; ½FðkÞ

t ðaÞ��ÞAMtþ1:

Then, in view of (19), problem (Pt) can be formulated in terms of Mtþ1 as the

following problem (P#
t ).

(P#
t ) Compute

Dt ¼ minf/X;XSMtþ1
: XAMtþ1; /Uða;kÞ;XSMtþ1

¼ Bða;kÞ; ða; kÞAWg:

Introduce the matrix

Ct :¼ ð/Uða;kÞ;Uðb;lÞSMtþ1
Þðb;lÞAW

ða;kÞAW
AMX

qk; tAN0;

where ða; kÞAW and ðb; lÞAW denote the row and column indices, respectively.
By B we denote that element of Mk; whose entries are the matrices B�

ða;kÞ;

ða; kÞAW; of problem (P) or (Pt).

Theorem 13. Let tAN0 and let M be a non-degenerate MX

q -valued Borel measure on

T: Then the distance matrix Dt of problem ðPtÞ is equal to BCþ
t B

�:

Proof. Let XAMtþ1 be such that /Uða;kÞ;XSMtþ1
¼ Bða;kÞ; ða; kÞAW: We compute

Dt according to problem (P#
t ). This is equivalent to computing the distance matrix of

X to the orthogonal complement of the submodule SF of Mtþ1 spanned by Fða;kÞ;

ða; kÞAW with respect to /�; �SMtþ1
: Taking into account (1) we see that this can be

done by computing /XU;XUSMtþ1
; where XU denotes the orthogonal projection of

X onto SU with respect to /�; �SMtþ1
: In particular, there exists Aðb;lÞ; ðb; lÞAW; such

that

XU ¼
X

ðb;lÞAW

Uðb;lÞAðb;lÞ:

Putting this expression into the equalities

/Uða;kÞ;XUSMtþ1
¼ Bða;kÞ; ða; kÞAW;

we get X
ðb;lÞAW

/Uða;kÞ;Uðb;lÞSMtþ1
Aðb;lÞ ¼ Bða;kÞ; ða; kÞAW:

According to the definition of Ct; this can be written as ACt ¼ B or CtA
� ¼ B�; where

AAMk has the block entries A�
ða;kÞ; ða; kÞAW: We can conclude that the columns of
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B� belong to the range of the linear operator Ct in Cqk and this yields

CtC
þ
t B

� ¼ B�: ð21Þ

Let *B :¼ BCþ
t and *X :¼

P
ðb;lÞAW Uðb;lÞB̃ðb;lÞ; where B̃�

ðb;lÞAMq; ðb; lÞAW; denote the

block entries of *BAMk: Then *XASU and

/Uða;kÞ;X
 *XSMtþ1
¼ Bða;kÞ 


X
ðb;lÞAW

/Uða;kÞ;Uðb;lÞSMtþ1
B̃ðb;lÞ; ð22Þ

for each ða; kÞAW: Since
P

ðb;lÞAW /Uða;kÞ;Uðb;lÞSMtþ1
B̃ðb;lÞ is the block entry at place

ða; kÞ of Ct
*B�; from the definition of *B and (21) we obtain that the right-hand side of

(22) is equal to 0; ða; kÞAW: It follows that eXX is the orthogonal projection of X onto
SU with respect to /�; �SMtþ1

: This yields

Dt ¼/ *X; *XSMtþ1
¼

X
ða;kÞAW

X
ðb;lÞAW

B̃�
ða;kÞ/Uða;kÞ;Uðb;lÞSMtþ1

B̃ðb;lÞ

¼ *BCt
*B� ¼ BCþ

t CtC
þ
t B

� ¼ BCþ
t B

�: &

Remark 14. For aAJ; let na be the numbers of (3). If tX
P

aAJ ðna þ 1Þ 
 1; the

existence of Hermite’s interpolation polynomials (cf. [21, Section 10.2]) implies that
the elements of Uða;kÞAMtþ1; ða; kÞAW; are Mq-linear independent and, hence, Ct is

invertible, i.e. Cþ
t ¼ C
1

t :

Remark 15. Note that the result of Theorem 13 remains true (with the same proof ) if
we replace the assumption that M is non-degenerate by the weaker assumption that
M is non-degenerate of order t; i.e. /Q;QSa0 for each non-zero QAPt:

6. The main result and applications to stationary sequences

We study problem ðPÞ under the assumption that the set J is a subset of D; which
is the most important case from point of view of applications to prediction theory.
Our result follows from Theorem 13 by letting t tend to N: However, we were able
to compute limt-N Dt under a rather stringent additional condition only. We will

assume that the following condition ð *CÞ is satisfied by the MX

q -valued Borel measure

M on T:

ð *CÞ The absolutely continuous part Ma of M has the form dMa ¼ F�F dl for some

outer function FAH2
q such that F is invertible l-a.e.

Note that under condition ð *CÞ the measure M is non-degenerate. Then our result
is a simple consequence of Theorem 13 and properties of orthonormal Mq-valued

polynomials, which are stated in [3].
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Lemma 16. Assume that ð *CÞ is satisfied. Furthermore, let ðFnÞnAN0
be a sequence of

right orthonormal Mq-valued polynomials corresponding to M. Then for ðv;wÞAD2;XN
n¼0

FnðvÞF�
nðwÞ ¼ ð1 
 vw�Þ
1F
1ðvÞ½F
1ðwÞ��: ð23Þ

The convergence at the left-hand side of (23) is uniformly on compact subsets of D2:

Proof. The assertions are implicitly contained in [3]. For the reader’s convenience,
we outline the way to obtain them. For mAN0; let Am be the minimizing Mq-valued

polynomial according to [3, Theorem 2]. Then [3, Eq. (51) and the Christoffel–
Darboux formula (65)] yield

AmðvÞA
1
m ð0ÞA�

mðwÞ

¼ ð1 
 vw�Þ
Xm

n¼0

FnðvÞF�
nðwÞ þ vw�FmðvÞF�

mðwÞ; ð24Þ

where ðv;wÞAD2 and mAN0: Furthermore, [3, Theorems 17 and 20] imply that

F
1ðvÞ½F
1ðwÞ�� ¼ lim
m-N

AmðvÞA
1
m ð0ÞA�

mðwÞ; ðv;wÞAD2; ð25Þ

and [3, Eq. (80)] gives

lim
m-N

FmðvÞ ¼ 0; vAD: ð26Þ

Letting m tend to N in (24) and taking into account (25) and (26), we get (23). The

uniform convergence on compact subsets of D2 is a consequence of [3, Eq. (81)]. &

Now we can state our main result, whose proof will be omitted since it follows
from Theorem 13 and Lemma 16 similarly to the scalar case, cf. Grenander and
Rosenblatt’s proof of [8, Theorem 1].

Theorem 17. Let M be such that ð *CÞ is satisfied. Assume that JDD: Let

Gða;kÞ;ðb;lÞ :¼
@k

@vk

@l

@wl
ðð1 
 vwÞ
1F
1ðvÞ½F
1ðw�Þ��Þ

����
v¼a;w¼b�

;

where ða; kÞ; ðb; lÞAW;

C :¼ Gða;kÞ;ðb;lÞ
� �ðb;lÞAW

ða;kÞAW
;

and let B be the same as in Theorem 13. Then the distance matrix D of problem ðPÞ is

equal to BC
1B�:

It would be of interest to weaken condition ð *CÞ by avoiding the assumption of
invertibility of F: The following considerations illustrate some of the occurring
difficulties.
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Let M be a non-degenerate measure of the form dM ¼ F�F dl; where FAH2
q is an

outer function whose range is assumed to be (l-a.e.) a certain non-trivial linear
subspace R of Cq: Let aAD; W :¼ fða; 0Þg and Bða;0Þ :¼ I : Then Theorem 13 yields

Dt ¼
Xt

n¼0

FnðaÞF�
nðaÞ

 !
1

; tAN0;

a well-known result (cf. [1]). On the other hand, D can be computed directly. In fact,
the proof of Theorem 1 shows that computing D is equivalent to computing the

distance matrix of FAH2
q ðRÞ to FL with respect to the inner product of H2

q : We

have Q1AL if and only if Q1 ¼ ðw
 aÞQ for some QAP: Thus, FL ¼ ðw

aÞH2

q ðRÞ: It follows that CAH2
q ðRÞ is orthogonal to FL if and only if

0 ¼
Z
T

½ðz 
 aÞFðzÞQðzÞ��CðzÞlðdzÞ

¼
Z
T

½FðzÞQðzÞ��½z�Cð0Þ þ z�ðCðzÞ 
Cð0ÞÞ 
 a�CðzÞ�lðdzÞ

¼
Z
T

½FðzÞQðzÞ��½z�Cð0Þ 
 a�CðzÞ�lðdzÞ; QAP: ð27Þ

Let CðwÞ ¼
P

N

n¼0 Cnwn; wAD; be the Taylor expansion of C: From (27) we obtain

that C is orthogonal to FL if and only if Cnþ1 
 a�Cn ¼ 0; nAN0; which means that

C ¼ ð1 
 a�wÞ
1C0: Thus, the orthogonal complement N of FL is the submodule

spanned by ð1 
 a�wÞ
1
PR; where PR denotes the orthoprojector in Cq onto R:

Using Cauchy’s formula, we easily obtain that the orthogonal projection FN of F
onto N is equal to ð1 
 jaj2Þð1 
 a�wÞ
1

PRFðaÞ: Then

D ¼ /FN;FNSH2
q
¼ ð1 
 jaj2ÞF�ðaÞFðaÞ

by (1) and Cauchy’s formula. Because of D ¼ limt-N Dt; we get

lim
t-N

Xt

n¼0

FnðaÞF�
nðaÞ

 !
1

¼ ð1 
 jaj2ÞF�ðaÞFðaÞ: ð28Þ

Since the kernel of FðaÞ is a non-trivial subspace of Cq; from (28) it follows thatP
N

n¼0 FnðaÞF�
nðaÞ diverges on a non-trivial subspace of Cq: This shows that an

analogue of (23) with F
1 replaced by Fþ cannot be true. Of course, if one considers
matrix partitions according to the orthogonal decomposition of Cq into the range of
F�ðaÞ and the kernel of FðaÞ; one can obtain a certain convergence result for the left
upper corner. But this seems to be not too useful since the function whose value at
wAD is the orthogonal projection onto RðF�ðwÞÞ is not analytic in general.

Now we will apply Theorem 17 to some linear prediction problems of stationary
sequences. For mAN and a stationary sequence x :¼ ðxðnÞÞnAZ; we consider the

following problems:

(x1) Compute the distance matrix Dðx1Þ of xð0Þ to
W

SðxÞ fxðnÞ : no0g:
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(x2) Compute the distance matrix Dðx2Þ of xð0Þ to
W

SðxÞ fxðnÞ : npm and na0g:
(x3) Compute the distance matrix Dðx3Þ of xð0Þ to

W
SðxÞ fxðnÞ : no0 and na
 mg:

Let M denote the spectral measure of x: Using Kolmogorov’s isomorphism we can
formulate problems (x1)–(x3) as extremal problems of type ðPÞ; with special choice
of the restraints. For (x1) this is easy, for (x2) and (x3) this can be done analogously
to the univariate case (see [18, Section 2]). We obtain the following problems ðPx1Þ 

ðPx3Þ; which are equivalent to the problems (x1)–(x3), respectively:

ðPx1Þ Compute Dðx1Þ ¼ inff/Q;QS: QAP;Qð0Þ ¼ Ig:
ðPx2Þ Compute Dðx2Þ ¼ inff/Q;QS: QAP;QðmÞð0Þ ¼ m!Ig:
ðPx3Þ Compute Dðx3Þ ¼ inff/Q;QS: QAP;Qð0Þ ¼ I ;QðmÞð0Þ ¼ 0g:

If we assume that M satisfies condition ð *CÞ we can apply Theorem 17 and obtain the
following assertions.

Solution of ðPx1Þ under ð *CÞ: We have W ¼ fð0; 0Þg; Bð0;0Þ ¼ I ; and C ¼
F
1ð0Þ½F
1ð0Þ��; hence

Dðx1Þ ¼ F�ð0ÞFð0Þ; ð29Þ

a result which is well-known.

Solution of ðPx2Þ under ð *CÞ: We have W ¼ fð0;mÞg and Bð0;mÞ ¼ m!I : Let

F
1ðwÞ ¼
XN
j¼0

Djw
j; wAD;

be the Taylor expansion of F
1: Then similarly to the case q ¼ 1 (cf. [18, pp. 7–8]) we

get C ¼ ðm!Þ2
Pm

j¼0 DjD
�
j ; which yields

Dðx2Þ ¼
Xm

j¼0

DjD
�
j

 !
1

: ð30Þ

Solution of ðPx3Þ under ð *CÞ: We have W ¼ fð0; 0Þ; ð0;mÞg; Bð0;0Þ ¼ I ; and Bð0;mÞ ¼ 0:

Similarly to the case q ¼ 1 (cf. [18, pp. 7–8]) we obtain

C ¼
D0D�

0 m!D0D�
m

m!DmD�
0 ðm!Þ2

Pm
j¼0 DjD

�
j

 !
:

From Theorem 17 it follows that Dðx3Þ is equal to the left upper corner of C
1 which

is equal to

Dðx3Þ ¼ D0D�
0 
 D0D�

m

Xm

j¼0

DjD
�
j

 !
1

DmD�
0

0@ 1A
1

ð31Þ

by Frobenius’ formula.
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Problems (x1)–(x3) were first studied for q ¼ 1: We mention the following papers.
Problem (x1) is a part of a classical prediction problem and was solved by
Kolmogorov [13,14]. Problem (x2) is called Nakazi’s prediction problem and was
formulated and solved under additional assumptions on M by Nakazi [16]. Cheng,
Miamee, and Pourahmadi solved it completely (see [2, Theorem 4]) as well as
problem (x3) (see [2, Theorem 5]). Some of these results were generalized to
harmonizable stable sequences (cf. [15] and the references quoted there).

For arbitrary qAN; problem (x1) was extensively studied (cf. [20,24]). The result
(30) was given in [5, formula (5.10)], whereas an expression for Dðx3Þ was not

correctly stated in [5]. The corresponding formula (5.16) of [5] becomes correct and
then coincides with (31) of the present paper if one replaces Bj by B�

j ; j ¼ 0;y; n;

and A0 by A�
0 there.

In all papers above the result of Theorem 17 was not applied explicitly. For q ¼ 1;
Grenander and Rosenblatt [8] pointed out its usefulness to prediction theory.
Pourahmadi [18] applied it to the univariate versions of problems (x2) and (x3) and
suggested to study the multivariate case along these lines.

7. Associated extremal problems

We briefly mention two further types of extremal problems, which are closely
related to problems studied in the previous sections.

First consider the following problems ðP0Þ and ðP0
tÞ; whose solutions can be easily

expressed by the solutions of ðPÞ and ðPtÞ; respectively, tAN0: Let M0
q :¼

fAAMq : det A ¼ 1g: Let W and Bða;kÞ; ða; kÞAW; be such as in the formulation

of problem ðPÞ and let

L0
B :¼LBM

0
q

¼fQAP : QðkÞðaÞ ¼ Bða;kÞA; ða; kÞAW; for some AAM0
qg:

ðP0Þ Compute d :¼ infftr/QB;QBS: QBAL0
Bg:

(P0
t) Assume that tAN0 is such that the set L0

B-Pt is not empty. Compute dt :¼
minftr/QB;QBS: QBAL0

B-Ptg:

To express d by D; note that M0
q-MX

q ¼ fAA�: AAM0
qg and recall that if

AAMX

q ; then

ðdet AÞ
1
q ¼ 1

q
� infftrðACÞ : CAM0

q-MX

q g

(cf. [11, Problem 19 of Section 7.8]). Thus, we have

d ¼ infftr/QB;QBS: QBAL0
Bg

¼ infftr/QBA;QBAS: QBALB;AAM0
qg

¼ infftrðA�/QB;QBSAÞ : QBALB;AAM0
qg
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¼ infftrð/QB;QBSAA�Þ : QBALB;AAM0
qg

¼ infftrð/QB;QBSCÞ : QBALB;CAM0
q-MX

q g

¼ inffqðdet/QB;QBSÞ
1
q : QBALBg ¼ qðdet DÞ

1
q: ð32Þ

Similarly, dt ¼ qðdet DtÞ
1
q; tAN0:

As a special case we mention the following result. Let W :¼ fð0; 0Þg; Bð0;0Þ :¼ I ;

and assume that M satisfies ð *CÞ: Then from (29) and (32) we get

d ¼ qjdetFð0Þj
2
q;

a well-known result announced by Zasukhin [25]. For its proof see [10]. Compare
also [5, proof of Theorem 4.4] for an alternative proof and [12] for an Lp-version,
pAð0;NÞ; of this result.

Our second remark deals with the fact that all extremal problems of the present
paper have ‘‘left versions’’, i.e. one can consider P as a subset of the left Hilbert Mq-

module L2
l ðMÞ of all (equivalence classes of ) Borel measurable Mq-valued functions

F on T; such that
R
T

FðzÞWðzÞF �ðzÞtðdzÞ exists and study the extremal problems

with respect to the inner product

/F ;GSL2
l
ðMÞ :¼

Z
T

FðzÞWðzÞG�ðzÞtðdzÞ; F ;GAL2
l ðMÞ:

Corresponding results can be proved by an adaption of the arguments for the

‘‘right’’ results or by application of this ‘‘right’’ results to the transpose measure M?:
We omit the details. However, there is another method to relate truncated ‘‘left’’ and
‘‘right’’ problems with concrete restraints to truncated ‘‘right’’ and ‘‘left’’ problems,
respectively, with restraints which differ from the initial restraints in general. In fact,

for tAN0 and QAPt; set Q̃ðzÞ :¼ ztQð 1
z�Þ

�; zAT: The map Q-Q̃ establishes a one-to-

one correspondence on Pt; and one has /Q;QS ¼ /Q̃; Q̃SL2
l
ðMÞ: For example, if we

set W :¼ fð0; 0Þg and Bð0;0Þ :¼ I ; we get

Dt ¼minf/Q;QS: QAPt; Qð0Þ ¼ Ig

¼minf/Q;QSL2
l
ðMÞ: QAPt; QðtÞð0Þ ¼ t!Ig; tAN0;

and if we set W :¼ fð0; tÞg and Bð0;tÞ :¼ t!I ; we get

Dt ¼minf/Q;QS: QAPt; QðtÞð0Þ ¼ t!Ig

¼minf/Q;QSL2
l
ðMÞ : QAPt; Qð0Þ ¼ Ig; tAN0;

this way.
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